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Abstract—Aspect-based sentiment analysis (ABSA) is crucial for exploring user feedbacks and preferences on produces or services.

Although numerous classical deep learning-based methods have been proposed in previous literature, several useful cues (e.g.,

contextual, lexical, and syntactic) are still not fully considered and utilized. In this study, a new approach for ABSA is proposed through

the guidance of contextual, lexical, and syntactic cues. First, a novel sub-network is introduced to represent a target in a sentence in

ABSA by considering the whole context. Second, lexicon embedding is applied to incorporate additional lexical cues. Third, a new

attention module, namely, dependency attention, is proposed to elaborate syntactic dependency cues between words in attention

inference. Experimental results on four benchmark data sets demonstrate the effectiveness of our proposed approach to aspect-based

sentiment analysis.

Index Terms—ABSA, target representation, GRU, lexicon embedding, CRF, dependency attention

Ç

1 INTRODUCTION

E-COMMERCE websites contain a large amount of user
reviews on products or services. Mining the user

preferences or suggestions from these reviews is signifi-
cant for improving the products or services. Therefore,
aspect-based sentiment analysis (ABSA) has received
considerable attention recently [1], [2]. ABSA aims
to infer users positive/negative attitudes on certain
aspects, including aspect terms (or targets) and catego-
ries [1]. This study focuses on a target-based method
considering a sentence and its contained target (aspect
term); the goal is to predict the sentiment polarity about
the target.

Current ABSA methods mainly rely on deep learning
[3], [4], [5], [6], [7], [8], [9]. Deep learning often adopts an
end-to-end framework and target embedding is a basic yet
relatively important step because targets can be unseen or
a phrase. Existing deep learning methods still lack an
effective target representation strategy as they rarely con-
sider the contextual cues about the target. Furthermore,
lexical and semantic cues, which are proven to be rela-
tively useful in rule-based methods [10], are not fully uti-
lized in current deep learning-based opinion mining
methods.1 The primary lexical cues include the polarity of

words. Words with negative or positive polarities play
important roles in representing the sentiment polarity of
texts. The primary syntactic cues involve the dependency
grammar of words [3], [11]. However, to our knowledge,
the grammar dependency graph of texts is not well
explored in ABSA.

In this paper, new methodologies are proposed to
explore contextual, lexical, and syntactic cues through
further effective ways. First, a new target representation
sub-network, which characterizes a target by combining
K latent concepts, is proposed on the basis of the whole
sentence context. Second, five types of lexical cues (i.e.,
polar, part of speech (POS), interrogative words, nega-
tion words, and suppositive words) are considered and
used in the embedding layer. Third, syntactic dependen-
cies among targets and other words are utilized to
infer accurate attention values. Extensive experimental
results verify the effectiveness of the above mentioned
methodologies.

The main contributions are summarized as follows:

� Contextual cues are explicitly considered and a new
target representation sub-network is used to capture
the semantic and contextual information of targets
further with a set of basic embeddings.

� A new dependence attention mechanism is uti-
lized to model the syntactic dependency cues
between targets and other words. The dependen-
cies are used as regularizers in the attention
inference.

� Five types of lexical cues, a total of thirteen-
dimensional features, are considered to utilize the
information of words further. In most previous stud-
ies, only polar cues are used.
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1. Some methods are introduced in the related work section.
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2 RELATED WORK

2.1 Text Sentiment Classification

Text sentiment classification is the most related study to
ABSA. We first give a brief review for it. Text sentiment clas-
sification aims to predict the sentiment polarity of an input
text sample (without given aspects). Three-level sentiment
polarities contain “positive”, “neutral”, and “negative” in
numerous applications. Existing sentiment classification
methods can be divided into two categories, namely, lexicon
and machine learning-based methods [12], [13]. Lexicon-
based methods [2], [14] construct polar and negation word
dictionaries. A set of rules for polar and negation words is
compiled to assess the sentiment orientation of a text docu-
ment. However, this method cannot effectively predict
implicit orientations. Machine learning-based methods [15]
utilize a standard binary or multi-category classification
approach. Different feature extraction algorithms, including
bag-of-words (BOW) [15] and POS [16] are used. Deep neural
networks have recently been applied to sentiment analysis
[17]. There are two popular deep neural networks: Convolu-
tional Neural Network (CNN) [18] and Recurrent Neural
Network (RNN) [19], [20], which are used in sentiment anal-
ysis [21]. LSTM [22] is the most popular RNN network uti-
lized for sentiment analysis. A bidirectional LSTM [23] with
an attention mechanism is demonstrated to be effective in
sentiment classification.

Deep learning-based methods rarely utilize lexical cues.
Shin et al. [24] combined the lexicon embeddings of polar
words with word embeddings for sentiment classification.
A recent survey can be referred to Zhang et al. [25].

2.2 Aspect-based Sentiment Analysis

ABSA refers to three key issues: target extraction [26], [27],
sentiment analysis (the targets are provided), and joint aspect
extraction and sentiment analysis [28]. This study focuses on
the second issue, which also consists of two main technical
lines, namely, rule-based [10] and machine learning-based
[29]. As deep learning has emerged as a powerful tech-
nique for almost all natural language processing (NLP)

tasks, classical deep neural networks (e.g., Convolutional
Neural Network and Recurrent Neural Network) are
adopted for this fine-grained task.

Wang et al. [6] added the targets in the input embedding
and attention layers. Tang et al. [5] applied two long short-
term memory networks (LSTM) to capture the left and right
contextual information of a target. Chen et al. [7] utilized a
memorymodule to synthesize the word sequence features. A
multiple-attention mechanism is then run on the memory to
identify important information to predict the final sentiment.
Wang and Lu [9] proposed a segmentation attention-based
LSTM model, which can effectively capture the structural
dependencies between the target and sentiment expressions
with a linear-chain conditional random field (CRF) layer [30].
Wang et al. [31] adopted a hierarchical aspect- specific atten-
tion network which first segments a sentence into several
clauses and then utilizes a word-level and a clause-level
attention layer to capture the importance degrees of all words
and clauses, respectively.

As previously stated, although numerous achievements
have been made, target representation and several lexical
and semantic cues are not well explored. Thus, they are the
focus of this study.

3 METHODOLOGY

ABSA can be formulated as follows. By considering a target-
sentence pair fg; sg, where g is a sub-sequence of s, we aim
to predict the sentiment polarity of the given target g in s.
Let fx1

target; x
2
target; . . . ; x

m
targetg and fx1; x2; . . . ; xng be the cor-

responding word embeddings of g and s, respectively.

3.1 Whole Model

Fig. 1 shows the whole architecture of our model. The major
layers include input, encoding, dependency attention, and
output.

In the input layer, an independent sub-network is used to
pursue target representation, which output is xtarget. It will
be detailedly introduced in following subsections.

Fig. 1. Overview of the proposed model with three main components: target representation, lexicon embedding, and dependency attention.
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In the encoding layer, five types of lexical cues are
embedded in accordance with one-hot encoding. In addi-
tion, a bidirectional gated recurrent unit (bi-GRU) [32] is
used to infer the hidden representation of each word in a
sentence due to the small amount of data and simplification
of parameters. In our model, the input and output of bi-
GRU at time t or position t are calculated as follows:

GRUin ¼ ½xt; lext� (1)

GRUout ¼ Ht ¼ ½~ht; ht

 
�; (2)

where xt and lext are the embeddings of word (target) and
lexicon, respectively; ~ht and ht

 
are the hidden vectors from

the forward and backward GRUs. The backward GRU is
similar to the forward one except that the input sequence is
fed in a reversed way.

The output of the bi-GRU and a binary indicator vector
(kt) [9], [33] are concentrated as follows:

rt ¼ ½Ht; kt�; (3)

where kt is utilized to indicate whether the word is (or con-
tained in) a target or not, and kt is selected from two learn-
able vectors. Compared with fixed vectors, the performance
is much better when kt adopts learnable vectors according
to our experiments. The concentrated vector rt is then used
to infer the tth attention score and produce the final optimal
vector.

In the dependency attention layer, the proposed new
attention mechanism is used. Our attention mechanism uti-
lizes the dependency cues between the target and other
words in the involved sentence. The grammar dependency
graph is used to analyze the accurate dependency relation-
ships between targets and other words in a sentence com-
pared with the structural dependency utilized by Wang and
Lu [9].

In the output layer, the outputs of the encoding layer are
summed with the associated attention scores to produce the
final optimal feature vector

v ¼
X
t

pðzt ¼ 1Þ �Ht; (4)

where pðzt ¼ 1Þ is the dependency attention score of the tth
word. Then, a softmax function is used to predict the final
category

y ¼ softmaxðWT
v vþ bvÞ: (5)

The three main components (target representation, lexi-
con embedding, and dependency attention) are introduced
as follows.

3.2 Target Representation

Target representation or embedding is a basic step in ABSA.
Two classical target representation strategies are presented
in previous studies. The first strategy uses the average
embeddings of the target words as the target representation
[6], [34]. This strategy may be inappropriate in some cases
because different target words often do not contribute
equally [35]. The second strategy uses a LSTM network

with attention on the (sequential) target words and the
weighted pooling of the hidden vectors is selected as the
target representation [8], [36]. Although this strategy seems
more effective than the first one, it still possesses two disad-
vantages. First, in real applications, targets often contain no
more than two words.2 For example, the targets can be a
company name (e.g., Google and Apple), products (e.g., TV,
car, and book), or places (e.g., Beijing and California). In
these cases, the LSTM, which is suitable for sequential data
may be inappropriate. Second, the target representation
depends on not only its contained words but also the con-
text. For example, when “apple” is the target, its representa-
tion is subject to the context (mobile phone or fruit).

Our initial analysis on practical data suggests that a tar-
get can be further represented by a set of basic attribute-
level concepts. For example, if the opinion concerns a per-
son, then the words in concrete names (e.g., “Tom” and
“Luce”) are considerably less important than the underlying
concepts, such as “age group” and “gender”; if the opinion
relates to a product, then the words in concrete names (e.g.,
“iPhone” and “Benz”) are still considerably less important
than the underlying concepts, such as “industry category”.

To this end, considering that the application of opinion
mining often focuses on a specific domain, we assume that
target representation in a specific domain can be one of, or
the weighted combination of, the K latent embedding vec-
tors. The K latent embedding vectors can also be seen as K
basic attribute-level concepts.

The left part of Fig. 1 shows the sub-network of target
representation. A bi-GRU is also utilized on the whole sen-
tence. In the attention layer, the binary indicator vector is
reused to indicate the target word. The dense feature vector
vg is obtained on the basis of the following calculation:

at ¼ softmax WT
a

H 0t
kt

� �
þ ba

� �
(6)

vg ¼
X
t

at �H 0t; (7)

where H 0t is the outputs of the bi-GRU (without lexical
embedding) used in the right sub-network. The prediction
for the target category (in ½1; 2; . . . ; K�) is as follows:

b¼softmaxðWT
b vg þ bbÞ: (8)

Let E ¼ ½e1; . . . ; eK � be theK latent embeddings (vectors),
and the dimension of e is consistent with word embedding.
In this study, the representation of a concrete target is the
weighted combination theK basic latent concepts

xtarget ¼ EbT : (9)

E is learned in the experiments whenK is fixed. We have
used a relatively simple network to capture potential con-
cepts, and further efficient networks will be designed in
future works.

2. In the four experimental data sets, the proportions for targets with
one word are 61.42, 74.74, 29.99, and 54.72 percent, respectively.
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3.3 Lexicon Embedding

Most lexicon-based sentiment analysis methods rely on four
types of words, namely, positive, negative, neutral and
negation. These words are useful cues for predicting the
sentiment labels of input texts. The incorporation of these
words into our neural network model shall also be useful.
The sentiment expressed in a conditional or interrogative
sentence is often difficult to assess due to the semantic or
uncertain condition. In addition, POS is commonly used as
a key cue in sentiment analysis [37].

These lexical cues are not well considered in existing deep
learning-based ABSA. In this study, we have sorted out some
lexical features. Words are divided into six categories:
“positive,” “neutral”, “negative”, “negation”, “suppositive”,
and “interrogative”. The last two types ofwords are regarded
as markers of conditional and interrogative sentences. These
lexicon cues are obtained fromWu et al.3 [38]. Some example
words are shown in Table 1. These types of information are
characterized by a six-dimensional one-hot vector.

Based on our initial case studies, the seven most common
POS types are considered: “noun”, “adjective”, “verb”,
“pronoun”, “adverb”, “preposition”, and “accessory”. This
type of information is represented by a seven-dimensional
one-hot vector.

These two vectors are concentrated, and finally, a thirteen-
dimensional vector is used to represent the lexical cues.

The model in Fig. 1 shows that the lexicon embedding is
used as a part of the input for the bi-GRU in the network.

3.4 Dependency Attention

Attention is important for deep neural network. Our pro-
posed dependency attention is based the segmentation
attention proposed by Wang and Lu [9]. The underlying
motivation of segmentation attention is that the opinion
expression associated with a target may be in the form of a
chunk or linear span structure. Therefore, if one word is
important, its adjacent words may also be important. The
linear-chain CRF is used to specify the segmentation atten-
tion scores for each involved word.

Let a binary latent variable z in f0; 1g be the state of a
word. Fig. 2a shows the linear-chain CRF model of the
attention scores. On the basis of the linear-chain CRF theory,
the distribution of a possible sequence of zz ¼ fz1; z2; . . . ; zng
can be defined as follows:

pðzzjRÞ ¼ 1

ZðRÞ
Y
c2C

cðzzcjRÞ; (10)

where zz is formed by zzc; R ¼ fr1; r2; . . . ; rng refers to concen-
trated vectors defined in Eq. (3) for the sequential words.
ZðRÞ is a normalization function, and cðzzcjRÞ is the poten-
tial function of the clique c

Y
c2C

cðzzcjRÞ ¼
Yn
i¼1

f1ðzijRÞ
Yn�1
i¼1

f2ðzi; ziþ1jRÞ; (11)

where f1 and f2 are defined as follows:

f1ðzijRÞ ¼ expðWcrf
zi
� ri þ bcrfÞ (12)

f2ðzi; ziþ1jRÞ ¼ expðWe
ziziþ1Þ; (13)

where Wcrf and bcrf are learnable parameters that aim to
map each concentrated vector r to the attention score and
We is a transition matrix defined for each pair of latent vari-
able. Eqs. (11), (12), and (13) indicates that the attention
score of the word depends on itself and the scores of its
adjacent words.

Two regularizers proposed by Wang and Lu [9] are used
to implement the segmentation attention, and denoted as
follows:

V1 ¼
X
i

X
j 6¼i

maxð0;We
ij �We

iiÞ (14)

V2 ¼
Xn
i¼1

pðzi ¼ 1Þ; (15)

where p zi ¼ 1ð Þ is the attention score of the ith word. The
first regularizer V1 is utilized to encourage the state of ziþ1
to remain the same as zi. The second regularizer V2 is used
to enforce the attention weight of a meaningful word since
only a few opinion words have an impact on the target. By
introducing these regularizers, their model can concentrate
on short, yet meaningful, opinion spans.

The segmentation attention utilizes the structure rela-
tionships between adjacent words in a sentence. However,
syntactic dependency can guide the algorithm to capture
the target-related opinions directly. Thus the dependencies
between words can be further investigated and utilized.
Indeed, dependency analysis [39] between words is an
active research area in NLP. A grammar dependency graph

TABLE 1
Example Words of Lexicon Cues

Positive Neutral Negative Negation Suppositive Interrogative

amazing air betrayal never unless what
excellent claim repressed rarely if how
wonderful water turbulent neither assume when
elegance house resentment barely supposing where

Fig. 2. CRF-based attention and grammar dependency graph.

3. https://github.com/Tju-AI/two-stage-labeling-for-the-senti-
ment-orientations
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is a directed diagram for a sentence. The graph vertex is a
word in the sentence and the edge represents a grammar
relationship between words. Fig. 2b shows an example, the
word “disappointed” is the adjacent node of the targets
“service” and “food”, although the former is not adjacent to
the latter with regard to position.

It is quite challenging for existing models to learn com-
plex syntactic dependence by themselves due to the small
amount of training data in ABSA. Therefore, we impose
syntactic dependency cues as explicit regularizers to super-
vise model learning. An additional advantage of using regu-
larizers is that no additional syntax parsing is required
during the inference stage. In this work, the word relation-
ships from the grammar dependency graph are used as an
additional regularizer in the model. Specifically, the dis-
tance di;t between ith word and the target (tth) word on the
grammar dependency graph is calculated. Then, a more rea-
sonable regularizer than V1 is defined as follows:

Vgd ¼
Xn
i

½1� pðzi ¼ 1Þ�ðdmax � di;tÞ=dmax; (16)

where dmax is the maximum distance on a graph. Eq. (16)
penalties the word with low attention scores yet small dis-
tance from the target.

In addition, some words are close to the target with less
contributions to sentimental polarities. Words, such as
“disappointed”, “by”, “their”, “and”, and “food”, are close to
the target “service” in the dependency graph; however,
“disappointed” is the only word that can express the exact
sentiment. Then, V2 remains valid for our dependency
attention

Vbias ¼ V2 ¼
Xn
i

pðzi ¼ 1Þ: (17)

3.5 Objective Function

The objective function of the proposed model presented in
Fig. 1 is denoted as follows:

L ¼ 1

N

XN
i¼1
�yi log pðyiÞ þ �1Vgd þ �2Vbias

" #
; (18)

where N is the number of training samples, yi indicates the
true label, pðyiÞ represents the predicted output by using
the softmax function of the model, and Vgd and Vbias signify
the regularizers of Eqs. (16) and (17), respectively. �1 and �2

refer to the weights of related regularizers, which are
searched in the experiment.

4 EXPERIMENTS

4.1 Data Sets

Data from SemEval are used in most previous studies to
evaluate the proposed methods [6], [7], [9], [34], [40]. Four

data sets adopted in most recent studies are utilized for a
fair comparison. Thus, the results of several state-of-the-art
methods proposed in these studies can be directly used in
accordance with their publications. The first two data sets
are from SemEval-2014 Task 4 [41]. These data sets consist
of user review data from two domains, namely, laptop and
restaurant. The preprocessing in previous works [7], [9],
[34] was followed to discard the sentences that contain
“conflict” labels. The third data set was collected from twit-
ter comments by Dong et al. [3]. The last and latest data set
is English comments about restaurant, which comes from
SemEval-2016 Task 5 [42]. Following previous work [43],
we remove a total of 127 conflict samples if a target is associ-
ated with different sentiment polarities. In this work, accu-
racy is mainly utilized for evaluation. Table 2 presents the
details of the four data sets.

4.2 Comparative Methods

In order to comprehensively evaluate the performance of
our proposed model, we adopted some baseline approaches
for comparison, which are introduced as follows.

� SVM [40]: This method adds lexicon, surface (e.g.,
unigrams (single words) and bigrams (two-word
sequences)), and parsing features into the classical
SVMmodel.

� AdaRNN [3]: This technique adaptively propagates
the sentiments of words to the target depending on
the context and syntactic relationships betweenwords
and the target derived from the dependency tree.

� AT-LSTM [6]: In the network, the representation of
the involved target is added in the input and atten-
tion layers.

� MemNet [34]: This process utilizes multiple neural
attention layers over an external memory to capture
the importance of each context word explicitly when
inferring the sentiment polarity of an aspect.

� RAM [7]: This method proposes a new recurrent
layer that adopts the multiple-attention mechanism
to capture sentiment features separated by a long
distance.

� IAN [8]: This method utilizes two LSTMs and pro-
poses an interactive attention mechanism to learn
the relationships of the targets and the contexts.

� A-LSTM [9]: This method is similar to AT-LSTM. The
only difference is that A-LSTM use a binary-based
target representation.

� SA-LSTM and SA-LSTM-P [9]: The SA-LSTMmethod
applies the segmentation attention layer on top of the
LSTM. When the penalty terms on long spans are
added, SA-LSTM becomes SA-LSTM-P.

We also compare our method with some of the latest
approaches published in 2018 and 2019, which are listed as
follows.

� Cabasc [44]: This method adopts two attention
enhancing mechanisms, namely, sentence-level con-
tent attention mechanism and context attention
mechanism to deal with multi-aspect sentences and
the syntactically complex sentence structures.

� TransCap [45]: This method transfers sentence-level
semantic knowledge from document-level sentiment

TABLE 2
Details of the Experimental Data Sets

Data Laptop Rest14 Twitter Rest16

Train 2,313 3,602 6,257 2,417
Test 638 1,120 694 825
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classification to aspect-based sentiment analysis via
capsule network.

� MGAN [46]: In this framework, Coarse2Fine atten-
tion can help the coarse-grained aspect category task
modeling at the same fine-grained level with aspect
term task.

� TNet [47]: This architecture introduces multiple con-
text-preserving transformation (CPT) layers to
dynamically compute the importance of target
words based on each sentence word rather than the
whole sentence.

� TNet-ATT (+AS) [48]: This method utilizes a progres-
sive self-supervised attention learning approach that
automatically mines useful attention supervision
information from a training corpus to refine atten-
tion mechanisms in TNet-ATT.

� BERT [49]: This model leverages the vanilla BERT
pre-trained weights and fine-tunes on different data
sets.

� BERT-PT [50]: This method post-trains BERTs
weights on laptop or restaurant domain data set
using the joint post-training algorithm and fine-tunes
on Laptop or Rest14 data set.

Our proposed method is consists of several new mod-
ules. To investigate whether the two major components: tar-
get representation and dependency attention also work for
other models, we added these two components in some typ-
ical models and compared their performance. In addition,
we also utilize the BERT pre-trained model in our method
to make a fair comparison with some BERT-based methods
[49], [50]. The variants of our method are listed as follows:

� AT-LSTM+TR, IAN+TR, and SA-LSTM+TR: We
replaced the target embedding with our target repre-
sentation module in AT-LSTM, IAN, and SA-LSTM.

� SA-LSTM+DA: SA-LSTM with our dependency
attention mechanism.

� CueNet: Our cue-guided method adds target repre-
sentation, the CRF-based attention structure into the
conventional bi-GRU. In CueNet, the lexicon embed-
ding, Vgd, and Vbias are not incorporated.

� CueNet-L: The lexicon embedding is utilized in
CueNet.

� CueNet-DL: Two regularizers, namely, Vgd, and Vbias

are added compared with the CueNet-L model to
realize the dependency attention. Therefore, this
method includes all the proposed modules in this
study.

� CueNet-DL (BERT): BERT pre-trained model is used.
The output of the last layer of BERT is used to

replace the word embeddings of the CueNet-DL
model.

� CueNet-DL (BERT-PT): This method is similar to
CueNet-DL (BERT) except for the pre-trained model
involved. In this method, we utilize BERT-PT as the
pre-trained model.

4.3 Training Settings

The training settings used by Wang and Lu [9] are followed,
specifically:

� GloVe [51] is used to generate a 300-dimensional
word embedding.

� One-sixth of the training data are retained as the val-
idation sets.

� 30-dimensional embedding for target’s binary
indicator.

The model is trained by applying Keras,4 which is backed
with Tensorflow.5 We utilize the Stanford Parser6 [52] to cal-
culate the dependency distance and NLTK7 to tag POS.

To facilitate experiment repeating, some hyper-parameters
are listed in Table 3, which are the best setting in our search
ranges.

4.4 Overall Competing Results

Table 4 presents the main results (classification accuracies)
that our models compared with 8 baseline methods on four
benchmark data sets. The proposedmodel, namely, CueNet-
DL, achieves the highest accuracies on all data sets. Com-
pared with the state-of-the-art model, namely, SA-LSTM-P,
the results increased by 2.6, 0.3, 5.5, and 1.1 percent respec-
tively on four data sets. The simplified model, namely, Cue-
Net, which only contains the new target representation and
the CRF-based attention structure, also obtains better results
than SA-LSTM-P on two data sets. The CueNet-L model has
added the lexicon features compared with CueNet. There-
fore, the former is better than the latter. CueNet-L is inferior

TABLE 3
Best Setting for Hyper-Parameters

Hyper-params Laptop Rest14 Twitter Rest16

hidden units 150 100 100 100
KK 5 10 15 11
�1�1 1.2 0.9 1.5 0.3
�2�2 0.0001 0.001 0.001 0.001
batch size 16 16 25 16
dropout 0.5 0.5 0.3 0.5

TABLE 4
Results on Four Benchmark Data Sets Regarding Accuracy (%)

Method Laptop Rest14 Twitter Rest16

SVM 70.5� 80.2� 63.4� -
AdaRNN - - 66.3� -
AT-LSTM 68.9� 77.2� - 83.8�
MemNet 70.3� 78.2� 68.5� 83.1�
RAM 74.5� 80.2� 69.4� 83.9�
IAN 72.1� 78.6� 69.1 -
SA-LSTM 74.5� 79.8� 69.9� 87.2
SA-LSTM-P 75.1� 81.6� 69.0� 87.5

CueNet 76.6 81.1 73.9 87.5
CueNet-L 76.8 81.6 74.1 87.7
CueNet-DL 77.7 81.9 74.5 88.6

Best Scores Are in Bold.
� This symbol means that the results are retrieved from Wang et al. [9], Ma
et al. [8], and He et al. [43].

4. https://github.com/keras-team/keras/
5. https://www.tensorflow.org
6. https://nlp.stanford.edu/
7. http://www.nltk.org/
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to CueNet-DL, indicating that dependency attention module
benefits the wholemodel.

The comparison in Table 4 shows that the proposedmodels
outperform state-of-the-art methods in previous studies. The
introduced lexical features also improve the performance.

Table 5 shows the performance comparison of the model
which replaced target embedding with our target represen-
tation module in original model. We compared different tar-
get presentation methods. Among them, AT-LSTM utilizes
the target representation method of averaging word vectors;
IAN use an LSTM network to capture target words and
the weighted pooling of the hidden vectors is selected as the
target representation; SA-LSTM and A-LSTM indicates the
location of target words by a learnable binary vector. From
the second group in Table 5, we can observe that, all the
replaced models perform better than the original ones on all
datasets, which verifies the efficacy of our target representa-
tion module.

Attention mechanism is crucial for calculating the corre-
lation between targets and contexts. As Table 6 shows, we
also compared five different attention mechanisms: AT-
LSTM adopts a standard attention layer to weight the hid-
den vectors; MemNet and RAM utilizes memory network
which is consist of multiple stacks of standard attention
layers; IAN proposes an interactive attention mechanism to
interactively learn attentions in the contexts and targets;
SA-LSTM and SA-LSTM-P applies a CRF-based segmenta-
tion attention which focused on the dependencies of adja-
cent structures; SA-LSTM+DA adopts our dependency
attention in SA-LSTM by using grammar dependency graph
as an additional supervisor.

As shown in Table 6, SA-LSTM+DA achieves the best
performance on all data sets compared to other four atten-
tion mechanisms, which verifies the efficacy of our depen-
dency attention mechanism. Compared with AT-LSTM,

MemNet and RAM, which both based on standard attention
mechanism, the CRF-based models get better performance.
We noticed that SA-LSTM+DA outperforms SA-LSTM and
SA-LSTM-P on Twitter by a substantial margin, obtaining
4.15 percent average accuracy improvement. The crucial
reason is that Twitter data is relatively confused and loosely
structured, which makes segmentation attention ineffective.
Dependent attention which focused on grammatical rele-
vance between words and targets is beneficial for this task.

In addition, we compare our proposed CueNet-DL with
the seven latest approaches which are published in 2018
and 2019 on the three most commonly reported benchmark
data sets, namely, Laptop, Rest14, and Twitter. Table 7
presents the comparison results. The accuracy (Acc.) and
Marco-F1 (F1) are reported in this comparison. As the first
group shows, CueNet-DL obtains the highest classification
accuracies and Marco-F1 scores on Laptop and Rest14 data
sets compared to the latest methods with GloVe as pre-
trained word vectors. The second group presents a compari-
son between BERT-based models. We observed that BERT
and BERT-PT (BERT post-trained on domain knowledge)
can effectively enhance the performance of classification.
Our proposed approaches combined with BERT or BERT-
PT can further improve the performance of ABSA.

Our proposed models consist of three main modules
and include additional parameters. The successive experi-
ments investigate how the parameters affect the final
performances.

4.5 Results on Different Parameters

In this section, we investigate the effects of three main
parameters, namely,K, �1, and �2, which are denoted in the
methodology section. All experiments are conducted on the
basis of the four data sets. Fig. 3 shows all the results.

Fig. 3a illustrates that the parameter K in the target
representation is set from 0 to 17. On the basis of our experi-
ment, data sets with large amounts of data are advised to

TABLE 5
Comparison of Classical Methods with or without Our

Target Representation (Termed ‘TR’) Strategy

Method Laptop Rest14 Twitter Rest16

AT-LSTM 68.9� 77.2� - 83.8�
IAN 72.1� 78.6� 69.1 -
SA-LSTM 74.5� 79.8� 69.9� 87.2
A-LSTM 72.7� 78.4� 68.2� 85.9

AT-LSTM+TR 74.9 80.0 72.5 86.7
IAN+TR 73.6 79.0 72.7 -
SA-LSTM+TR 75.1 80.4 74.0 87.5

TABLE 6
Comparison of Different Attention Mechanisms

Method Laptop Rest14 Twitter Rest16

AT-LSTM 68.9� 77.2� - 83.8�
MemNet 70.3� 78.2� 68.5� 83.1�
RAM 74.5� 80.2� 69.4� 83.9�
IAN 72.1� 78.6� 69.1 -
SA-LSTM 74.5� 79.8� 69.9� 87.2
SA-LSTM-P 75.1� 81.6� 69.0� 87.5

SA-LSTM+DA 75.4 81.7 73.6 88.1

TABLE 7
Compared with the Latest Approaches on the Three Most

Commonly Reported Data Sets

Methods
Laptop Rest14 Twitter

Acc. F1 Acc. F1 Acc. F1

Cabasc 75.07y - 80.89y - 71.53y -

TransCap 73.87y 70.1y 79.55y 71.41y - -

MGAN 76.21y 71.42y 81.49y 71.48y 74.62y 73.53y

TNet 76.54y 71.75y 80.69y 71.27y 77.60y 76.82y

TNet-ATT (+AS) 77.62y 73.84y 81.53y 72.90y 78.61y 77.72y

CueNet-DL 77.77 74.11 81.90 72.98 74.57 72.96

78.18z 77.42z

BERT 75.29y 71.91y 81.54y 71.94y 78.47z 77.76z

CueNet-DL (BERT) 77.62 73.87 82.86 73.56 78.90z 78.18z

BERT-PT 78.07y 75.08y 84.95y 76.96y - -

CueNet-DL (BERT-PT) 79.50 76.43 85.63 77.68 - -

y This symbol means that the results are cited from the papers of compared
methods.

z We noticed that TNet-ATT (+AS) and TNet have a different preprocessing
method compared with ours on Twitter data set. Therefore, CueNet-DL,
BERT, and CueNet-DL (BERT) are following their preprocessing method to
make a fair comparison.
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use large K values. Fig. 3b presents the result of parameter
�1, which is selected from 0 to 1.5, for which the relatively
high dependency regularizer can achieve improved results.

Fig. 3c displays the influence of �2. This hyper-parameter is
valued from 0 to 0.0011, because the magnitude of losses
caused by �2 is relatively large. For Rest14, Twitter and
Rest16, our model can achieve the best accuracy when
�2 ¼ 0:001, but for Laptop, 0.0001 is the best.

Although our model has an additional parameter com-
pared with the state-of-the-art model SA-LSTM-P, in our
search ranges for the parameters, its performance under an
arbitrary parameter value is comparable with that of SA-
LSTM-P.

4.6 Case Studies

The previous experiments verify the effectiveness of the
proposed modules, including target representation, lexicon

Fig. 3. Effects of different parameters in search ranges.

Fig. 4. The visualization results of target representation vectors under
different attributes partitions.
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embedding, and dependency attention with regard to the
final classification accuracies. This subsection further illus-
trates the effectiveness of the proposed modules concerning
case studies.

To verify whether our proposed target representation
can effectively represent different types of target, we visual-
ize the results of target representation. The specific visuali-
zation process is as follows. First, we annotate 694 samples
of Twitter test data according to the attributes of the target.
Second, the target representation vectors (xtarget) of each
sample are taken out, and the t-SNE [53] is utilized to
reduce the dimension of each target representation vector to
two dimensions. Finally, the two-dimensional visualization
results are shown in Fig. 4.

As shown in Fig. 4a, we use only two attributes, person
and product, to distinguish different targets considering
that targets in Twitter data sets can clearly be categorized
into these two categories. We can see that the distributions

of these two attributes are obviously distinct. Further more,
targets are categorized in more detail by their background,
and each target can be assigned to one of the six categories:
politician, tech, movie, music, player, and other. From
Fig. 4b, we can observe that tech and politician all have rela-
tively centralized distributions. Nevertheless, the distribu-
tions of movie, music and player are mixed and dispersed.
The reason is that many persons mentioned in the targets
have multiple backgrounds of singer, actor, or player.
Therefore, targets in these three categories are highly related
to each other. In summary, our proposed target representa-
tion module can effectively represent targets by utilizing
potential concepts.

Fig. 5a presents a sentence (“The fajita we tried was tasteless
and burned and the mole sauce was way too sweet.”) and its gram-
mar dependency graph. The top image in Fig. 5b shows the
dependency attention heat map for each word obtained by
the proposed approach when the target is “fajita”, and the

Fig. 5. Weight visualizations of two attention mechanisms.
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bottom image illustrates the dependency attention heat map
when the target is “mole sauce”. We observed that the depen-
dency attention is relatively consistent with the grammar
dependency graph. The distance between the target “fajita”
and the word “burned” is two based on the dependency
graph, whereas it is six based on the structural distance.
Actually, “burned” is the sentimental evaluation for the tar-
get. The distance between the target “mole sauce” and the
word “sweet” is one based on the dependency graph,
whereas it is four based on the structural distance. The word
“sweet” is also the exact description for the target. Fig. 5c dis-
plays the two structure attention [9] heat maps for the two
targets. Our dependency attention can further capture the
semantic relationships between targets and other words.

5 CONCLUSION

This study investigates several crucial issues that have not
been well utilized in previous aspect-based sentiment anal-
yses. The first issue refers to the contextual information in
target (a single word or phrase) representation in a given
sentence. The second issue involves the utilization of more
useful lexical cues related to sentiment expressions in texts.
The third issue concerns the use of word relationship cues
in improving attention inference. In our work, a new strat-
egy is used to learn K basic latent embeddings, and each
target is represented by the weighted combination of the K
latent embeddings via a sub-network on the whole sen-
tence. Lexicon embeddings are used to add additional lexi-
cal cues. Further, a new attention mechanism, namely,
dependency attention, is proposed in this study to explore
more word relationships than those in existing studies.
Experimental results on four benchmark data sets verify the
effectiveness of the proposed methodologies.

In our future work, we will focus on the following
aspects. (1) We will consider different types of syntactic
dependencies which have been proven to improve the per-
formance of NLP tasks in many studies [54], [55]. (2) The
proposed methodologies will be considered to solve related
studies, including sentiment analysis, and text classification.
(3) Existing ABSA data sets are small. Thus, we aim to com-
pile large-sized benchmark data sets for future studies.

ACKNOWLEDGMENTS

This work is supported by the National Natural Science
Foundation of China (61673377), the AI Key Project of Tian-
jin (17ZXRGGX00150). This work was done while Tao Yang
was at CAM as a research intern. Tao Yang proposed the
target representation part and implemented the whole
approach. Qing Yin performed the experimental analysis.
Lei Yang participated in the discussion and gave sugges-
tions. Ou Wu wrote the initial paper and proposed depen-
dency attention and lexicon embedding parts. All resources
are available at https://github.com/absa-nlp/CueNet.

REFERENCES

[1] B. Liu, “Sentiment analysis and opinion mining,” Synthesis
Lectures Human Lang. Technol., vol. 5, no. 1, pp. 1–167, 2012.

[2] M. Hu and B. Liu, “Mining and summarizing customer reviews,”
in Proc. 10th ACM SIGKDD Int. Conf. Knowl. Discovery Data
Mining, 2004, pp. 168–177.

[3] L. Dong, F. Wei, C. Tan, D. Tang, M. Zhou, and K. Xu, “Adaptive
recursive neural network for target-dependent twitter sentiment
classification,” in Proc. 52nd Annu. Meeting Assoc. Comput. Linguis-
tics, 2014, vol. 2, pp. 49–54.

[4] M. Yang, W. Yin, Q. Qu, W. Tu, Y. Shen, and X. Chen, “Neural
attentive network for cross-domain aspect-level sentiment
classification,” IEEE Trans. Affect. Comput., 2019, doi: 10.1109/
TAFFC.2019.2897093.

[5] D. Tang, B. Qin, X. Feng, and T. Liu, “Effective LSTMs for target-
dependent sentiment classification,” in Proc. COLING, 2016,
pp. 3298–3307.

[6] Y. Wang, M. Huang, L. Zhao, et al., “Attention-based LSTM for
aspect-level sentiment classification,” in Proc. Conf. Empirical
Methods Natural Lang. Process., 2016, pp. 606–615.

[7] P. Chen, Z. Sun, L. Bing, and W. Yang, “Recurrent attention net-
work on memory for aspect sentiment analysis,” in Proc. Conf.
Empirical Methods Natural Lang. Process., 2017, pp. 452–461.

[8] D. Ma, S. Li, X. Zhang, H. Wang, D. Ma, S. Li, X. Zhang, and
H. Wang, “Interactive attention networks for aspect-level senti-
ment classification,” in Proc. 26th Int. Joint Conf. Artif. Intell., 2017,
pp. 4068–4074.

[9] B. Wang and W. Lu, “Learning latent opinions for aspect-level
sentiment classification,” in Proc. 32nd AAAI Conf. Artif. Intell.,
2018, pp. 5537–5544.

[10] X. Ding, B. Liu, and P. S. Yu, “A holistic lexicon-based approach to
opinion mining,” in Proc. Int. Conf. Web Search Data Mining, 2008,
pp. 231–240.

[11] K. Ganchev, J. Gillenwater, and B. Taskar, “Dependency grammar
induction via bitext projection constraints,” in Proc. Joint Conf.
Meeting ACL and the Int. Joint Conf. Natural Lang. Process. AFNLP,
2009, pp. 369–377.

[12] W. Zhao, Z. Guan, L. Chen, X. He, D. Cai, B. Wang, and Q. Wang,
“Weakly-supervised deep embedding for product review senti-
ment analysis,” IEEE Trans. Knowl. Data Eng., vol. 30, no. 1,
pp. 185–197, Jan. 2018.

[13] Y. Long, R. Xiang, Q. Lu, C.-R. Huang, and M. Li, “Improving
attention model based on cognition grounded data for
sentiment analysis,” IEEE Trans. Affect. Comput., 2019,
doi: 10.1109/TAFFC.2019.2903056.

[14] S. M. Jimenez-Zafra, M. T. M. Valdivia, E. M. Camara, and
L. A. Urena-Lopez, “Studying the scope of negation for spanish
sentiment analysis on Twitter,” IEEE Trans. Affect. Comput.,
vol. 10, no. 1, pp. 129–141, Jan.–Mar. 2019.

[15] T. Mullen and N. Collier, “Sentiment analysis using support
vector machines with diverse information sources,” in Proc. Conf.
Empirical Methods Natural Lang. Process., 2004, pp. 412–418.

[16] G. Paltoglou and M. Thelwall, “A study of information retrieval
weighting schemes for sentiment analysis,” in Proc. 48th Annu.
Meeting Assoc. Comput. Linguistics, 2010, pp. 1386–1395.

[17] X. Glorot, A. Bordes, and Y. Bengio, “Domain adaptation for
large-scale sentiment classification: A deep learning approach,” in
Proc. 28th Int. Conf. Mach. Learn., 2011, pp. 513–520.

[18] N. Kalchbrenner, E. Grefenstette, and P. Blunsom, “A convolu-
tional neural network for modelling sentences,” arXiv:1404.2188,
pp. 655–665, 2014.

[19] R. Socher, C. C. Lin, C. Manning, and A. Y. Ng, “Parsing natural
scenes and natural language with recursive neural networks,” in
Proc. 28th Int. Conf. Mach. Learn., 2011, pp. 129–136.

[20] M. Zhang, Y. Zhang, and D.-T. Vo, “Gated neural networks for
targeted sentiment analysis,” in Proc. 30th AAAI Conf. Artif. Intell.,
2016, pp. 3087–3093.

[21] C. Dos Santos and M. Gatti, “Deep convolutional neural networks
for sentiment analysis of short texts,” in Proc. 25th Int. Conf.
Comput. Linguistics: Tech. Papers, 2014, pp. 69–78.

[22] F. A. Gers, J. Schmidhuber, and F. Cummins, “Learning to forget:
Continual prediction with LSTM,” in Proc. 9th Int. Conf. Artif.
Neural Netw., 1999, pp. 850–855.

[23] X. Zhou, X. Wan, and J. Xiao, “Attention-based LSTM network for
cross-lingual sentiment classification,” in Proc. Conf. Empirical
Methods Natural Lang. Process., 2016, pp. 247–256.

[24] B. Shin, T. Lee, and J. D. Choi, “Lexicon integrated CNN
models with attention for sentiment analysis,” arXiv:1610.06272,
pp. 149–158, 2017.

[25] L. Zhang, S. Wang, and B. Liu, “Deep learning for sentiment
analysis: A survey,” Wiley Interdisciplinary Rev.: Data Mining
Knowl. Discovery, vol. 8, 2018, Art. no. e1253.

YANG ET AL.: ASPECT-BASED SENTIMENT ANALYSIS WITH NEW TARGET REPRESENTATION AND DEPENDENCY ATTENTION 649

Authorized licensed use limited to: SUN YAT-SEN UNIVERSITY. Downloaded on September 18,2022 at 01:20:40 UTC from IEEE Xplore.  Restrictions apply. 

http://dx.doi.org/10.1109/TAFFC.2019.2897093
http://dx.doi.org/10.1109/TAFFC.2019.2897093
http://dx.doi.org/10.1109/TAFFC.2019.2903056


[26] W. X. Zhao, J. Jiang, H. Yan, and X. Li, “Jointly modeling aspects
and opinions with a MaxEnt-LDA hybrid,” in Proc. Conf. Empirical
Methods Natural Lang. Process., 2010, pp. 56–65.

[27] C. Wu, F. Wu, S. Wu, Z. Yuan, and Y. Huang, “A hybrid unsuper-
vised method for aspect term and opinion target extraction,”
Knowl.-Based Syst., vol. 148, pp. 66–73, 2018.

[28] M. Mitchell, J. Aguilar, T. Wilson, and B. Van Durme, “Open
domain targeted sentiment,” in Proc. Conf. Empirical Methods
Natural Lang. Process., 2013, pp. 1643–1654.

[29] M. Zhou, “Target-dependent twitter sentiment classification,” in
Proc. Annu. Meeting Assoc. Comput. Linguistics Human Lang. Tech-
nol., 2011, vol. 1, pp. 151–160.

[30] J. Lafferty, A. McCallum, and F. C. Pereira, “Conditional random
fields: Probabilistic models for segmenting and labeling sequence
data,” in Proc. 18th Int. Conf. Mach. Learn., 2001, pp. 282–289.

[31] J. Wang, J. Li, S. Li, Y. Kang, M. Zhang, L. Si, and G. Zhou,
“Aspect sentiment classification with both word-level and clause-
level attention networks,” in Proc. 27th Int. Joint Conf. Artif. Intell.,
2018, pp. 4439–4445.

[32] K. Cho, B. Van Merri€enboer, D. Bahdanau, and Y. Bengio, “On
the properties of neural machine translation: Encoder-decoder
approaches,” arXiv:1409.1259, pp. 103–111, 2014.

[33] L. He, K. Lee, M. Lewis, and L. Zettlemoyer, “Deep semantic role
labeling: What works and whats next,” in Proc. 55th Annu. Meeting
Assoc. Comput. Linguistics, 2017, vol. 1, pp. 473–483.

[34] D. Tang, B. Qin, and T. Liu, “Aspect level sentiment classification
with deep memory network,” arXiv:1605.08900, pp. 214–224, 2016.

[35] X. Li, L. Bing, P. Li, W. Lam, and Z. Yang, “Aspect term extraction
with history attention and selective transformation,” arXiv:
1805.00760, pp. 4194–4200, 2018.

[36] D. Hazarika, S. Poria, P. Vij, G. Krishnamurthy, E. Cambria, and
R. Zimmermann, “Modeling inter-aspect dependencies for
aspect-based sentiment analysis,” in Proc. Conf. North Amer. Chap-
ter Assoc. Comput. Linguistics: Human Lang. Technol., 2018, vol. 2,
pp. 266–270.

[37] E. Cambria, S. Poria, A. Gelbukh, and M. Thelwall, “Sentiment
analysis is a big suitcase,” IEEE Intell. Syst., vol. 32, no. 6, pp. 74–80,
Nov./Dec. 2017.

[38] O. Wu, T. Yang, M. Li, and M. Li, “r-hot lexicon embedding-based
two-level LSTM for sentiment analysis,” CoRR, vol. abs/1803.07771,
2018.

[39] T. Dozat and C. D. Manning, “Simpler but more accurate semantic
dependency parsing,” arXiv: 1807.01396, ACL (2), pp. 484–490,
2018.

[40] S. Kiritchenko, X. Zhu, C. Cherry, and S. Mohammad, “NRC-
canada-2014:Detecting aspects and sentiment in customer reviews,”
inProc. 8th Int.Workshop Semantic Eval., 2014, pp. 437–442.

[41] M. Pontiki, D. Galanis, J. Pavlopoulos, H. Papageorgiou,
I. Androutsopoulos, and S. Manandhar, “Semeval-2014 task 4:
Aspect based sentiment analysis,” in Proc. Int. Workshop Semantic
Eval., 2014, pp. 27–35.

[42] M. Pontiki, D. Galanis, H. Papageorgiou, I. Androutsopoulos,
S. Manandhar, A.-S. Mohammad, M. Al-Ayyoub, Y. Zhao,
B. Qin, O. De Clercq, et al., “Semeval-2016 task 5: Aspect based
sentiment analysis,” in Proc. 10th Int. Workshop Semantic Eval., 2016,
pp. 19–30.

[43] R. He, W. S. Lee, H. T. Ng, and D. Dahlmeier, “Exploiting docu-
ment knowledge for aspect-level sentiment classification,” arXiv:
1806.04346, ACL (2), pp. 579–585, 2018.

[44] Q. Liu, H. Zhang, Y. Zeng, Z. Huang, and Z. Wu, “Content atten-
tion model for aspect based sentiment analysis,” in Proc. World
Wide Web Conf., 2018, pp. 1023–1032.

[45] Z. Chen and T. Qian, “Transfer capsule network for aspect level
sentiment classification,” in Proc. 57th Conf. Assoc. Comput. Linguis-
tics, 2019, pp. 547–556.

[46] Z. Li, Y. Wei, Y. Zhang, X. Zhang, and X. Li, “Exploiting coarse-to-
fine task transfer for aspect-level sentiment classification,” in Proc.
AAAI Conf. Artif. Intell., 2019, vol. 33, pp. 4253–4260.

[47] X. Li, L. Bing, W. Lam, and B. Shi, “Transformation networks for
target-oriented sentiment classification,” arXiv: 1805.01086, ACL
(1), pp. 946–956, 2018.

[48] T. Jialong, Z. Lu, J. Su, Y. Ge, L. Song, L. Sun, and J. Luo,
“Progressive self-supervised attention learning for aspect-level
sentiment analysis,” in Proc. 57th Conf. Assoc. Comput. Linguistics,
2019, pp. 557–566.

[49] J. Devlin, M.-W. Chang, K. Lee, and K. Toutanova, “BERT: Pre-
training of deep bidirectional transformers for language under-
standing,” arXiv: 1810.04805, NAACL-HLT (1), pp. 4171–4186,
2019.

[50] H. Xu, B. Liu, L. Shu, and P. S. Yu, “BERT post-training for review
reading comprehension and aspect-based sentiment analysis,”
arXiv: 1904.02232, NAACL-HLT (1), pp. 2324–2335, 2019.

[51] J. Pennington, R. Socher, and C. Manning, “Glove: Global vectors
for word representation,” in Proc. Conf. Empirical Methods Natural
Lang. Process., 2014, pp. 1532–1543.

[52] R. Socher, J. Bauer, C. D. Manning, et al., “Parsing with composi-
tional vector grammars,” in Proc. 51st Annu. Meeting Assoc. Com-
put. Linguistics, 2013, vol. 1, pp. 455–465.

[53] L. V. D. Maaten and G. Hinton, “Visualizing data using t-SNE,” J.
Mach. Learn. Res., vol. 9, no. Nov, pp. 2579–2605, 2008.

[54] Q. Qian, M. Huang, J. Lei, and X. Zhu, “Linguistically regularized
LSTMs for sentiment classification,” arXiv:1611.03949, ACL (1),
pp. 1679–1689, 2017.

[55] Q. Li, D. F. Wong, L. S. Chao, M. Zhu, T. Xiao, J. Zhu, and
M. Zhang, “Linguistic knowledge-aware neural machine trans-
lation,” IEEE/ACM Trans. Audio, Speech Lang. Process., vol. 26,
no. 12, pp. 2341–2354, Dec. 2018.

Tao Yang received the BEng degree in electronic
information engineering from the Civil Aviation
University of China, Tianjin (CAUC), China, in
2016. Since Sept. 2016, he is working toward the
MEng degree program of 3 years in CAUC and
majored in control engineering. Now he is a
research intern in Center for Applied Mathemat-
ics (CAM), Tianjin University, China. His research
interests include text mining and deep learning.

Qing Yin received the BEng degree in applied
mathematics from Qufu Normal University,
Shandong (QNU), China, in 2017. Since Sept.
2017, she is working toward the master’s degree at
Center for Applied Mathematics (CAM), Tianjin
University, China. The main research direction is
data mining and machine learning. Now her
research is mainly about semantic analysis and
QA system.

Lei Yang received the BS degree in mathematics
and applied mathematics from Hebei University,
Baoding, China, in 2017. From September 2017,
he is working toward the MS degree of 3 years in
Center for Applied Mathematics (CAM) and maj-
ored in computational mathematics. His research
interests include text mining and deep learning.

Ou Wu received the BSc degree in electrical
engineering from Xian Jiaotong University, China,
in 2003, and the MSc and PhD degrees in com-
puter science from the National Laboratory of
Pattern Recognition (NLPR), Institute of Automa-
tion, Chinese Academy of Sciences, China, in
2006 and 2012, respectively. From April 2007, he
joined NLPR as an assistant professor. From
February 2017, he joined Center for Applied
Mathematics (CAM), Tianjin University as a full
professor. His research interests include data
mining and machine learning.

" For more information on this or any other computing topic,
please visit our Digital Library at www.computer.org/csdl.

650 IEEE TRANSACTIONS ON AFFECTIVE COMPUTING, VOL. 13, NO. 2, APRIL-JUNE 2022

Authorized licensed use limited to: SUN YAT-SEN UNIVERSITY. Downloaded on September 18,2022 at 01:20:40 UTC from IEEE Xplore.  Restrictions apply. 



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Suggested"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


